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ABSTRACT 
 
In this communication an attempt was to empirically examine and investigate the 

influence of selected salient demographic characteristics on academic performance of 

student using the multiple logistic regression modelling. A multiple logistic regression 

model was fitted with cumulative grade point average (CGPA) as response variable while 

selected demographic characteristics as the explanatory variables. From the estimated 

multiple regression coefficients and test of significance of regression coefficients, it was 

evident that income/allowance of students and attendance to class has a significant 

influence on the CGPA. Also, Wald test equally revealed that income/allowance and 

attendance to class are statistically significant in the model. Thus, the reduced model 

which is parsimonious for the study were specified as 

𝑃𝑃(𝐶𝐶𝐶𝐶𝑃𝑃𝐶𝐶 ≥ 2.50/𝑋𝑋2𝑋𝑋5) =
𝑒𝑒1.394(𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)+1.278(𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖𝑖𝑖)

1 + 𝑒𝑒1.394(𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)+1.278(𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖𝑖𝑖) 
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INTRODUCTION 

Student’s academic performance and achievement represent the extent to which a student has 

achieved their short or long-term educational goals in an institution of higher learning. 

Students’ academic performance (SAP) and the graduation rate (GR) have recently become an 

issue of great concern to both institutional management and parents alike. Student’s academic 

performance is naturally considered a critical aspect of a learning process as it serves as a 

feedback mechanism in monitoring academic advancement of individual students in an 

institution of learning. To this end, many learned articles examined specific factors particularly 

those affecting students’ academic performance in tertiary institutions. The issue of academic 

performance has become a source of concern to government and the general public especially 

in the wake of declining standard of education and student’s negative attitude towards academic 

activities. Academic performance of students is specifically measured by cumulative grade 

point average (CGPA). Students’ academic performance are veritable means of revealing the 

extent of learning, acquisition of knowledge, skills, values, beliefs, norm and habits through 

the process of teaching, tutoring, training, preparation, inculcation, cultivation, guidance that 

is intended to bring about all round development, growth, improvement and bettering of the 

students’ life both academically and character-wise. 

The institution student’s environment, family background/home, society are open system that 

are either vertically or horizontally interdependent and interconnected as there is great interface 

and interaction among them as regards academic performance of students. Therefore, the 

academic performance of students is influence by a number of factors. In the view of [2], the 

state of the home affects the individual since the parents are the first socializing agents in an 

individual’s life. This is because the family background and context of a child affect his/her 

reaction to situations and his level of performance. [13] reported that parent constant 

disagreement affects children emotionally and this could lead to poor academic performance. 

He reported that the family financial support encouragement and following up have positive 

impact on students’ academic performance as measured by their GPA. [17] concluded in their 

research that family income level, attending full-time, receiving grant/aid and completing 

advanced level classes in high school having statistically significant effect on college 

performance among first generation college students. [10] reported that student academic 

performance is affected by different factors such as learning abilities, gender and race. [16] 

conducted a prospective study to explore the psychosocial, cognitive and demographic 

predictors of academic performance of first year Australian University students. Results 

revealed that previous academic performance was identified as most significant predictor of 
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university performance. Integration into university, self-efficacy and employment 

responsibilities were also predictors of university performance. [11] conducted a study to find 

out the factors which affect college students’ performance. In their study, the researcher mainly 

focuses on how to explore the factors that are associated with performance of students in 

intermediate examination. This study concludes that attitude towards attendance in class, time 

allocation for studies, parents level of income, mothers age and mother’s education were main 

factors that affect performance of students of private colleges.     

[7] carried out a study with fresh college students to evaluate the efficiency of students learning 

style and other university admission variable in predicting students’ academic performance and 

retention. Act composite score, high school class rank, high school core GPA, and learning 

style were used as predictors. Results showed that core GPA and Act score were best predictors 

for predicting academic performance of first year of college. 

[13] attempted to determine the academic success factors of business students focusing on 

factors potentially influencing their performance. They targeted gender, age, ethnicity and 

other demographic and academic variables. They found that students’ performance is strongly 

correlated with demographic characteristics. More specifically and importantly, their study 

confirmed that demographic variables can be influential, as trait such as age, gender, or 

ethnicity has been shown to be correlated to academic performance. 

[5], [18] and [8] conducted studies about the link between the students age and student 

academic performance. They found that mature students achieved higher grades than youthful 

students do. This result demonstrates a positive relationship between student’s age and their 

CGPA. However, this is inconsistent with some other studies, which revealed that grades 

earned by younger students are higher than higher than mature students [15]. The fact that 

mature students have other responsibilities than study that create distractions may lead to poor 

performance comparing with young students who are concerned about their study only. 

In addition, other researchers have continued to either elaborate on known relationship and 

association or attempt to discover new influencing variables. [4] confirmed that student’s 

personal effort was strongly correlated with students’ academic performance, concluding their 

effort in academic performance regardless of course content.    

In summary, the factors that influence student’s academic performance is debatable. Despite 

this, they still recommended that future research efforts should attempt to examine these 

variables in greater depth and coverage. 
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RESEARCH METHODOLOGY 

The data for this study was collected using a designed questionnaire that was distributed to 

randomly selected students from different institutions of higher learning. 

 

LOGISTIC REGRESSION MODEL SPECIFICATION AND DEVELOPMENT 

The term logistic regression analysis comes from logit transformation, which is applied to the 

dependent variable. Logistic regression is a generalized linear model used to model a binary 

categorical variable using numerical and categorical predictors. This study addresses the 

influence of selected demographic characteristics on academic performance of students as 

measured by cumulative grade point average (CGPA) using the multiple logistic regression 

analysis.  The statistical tool provides a flexible general-purpose modeling strategy with 

straightforward interpretation and its application in research permeates social and biomedical 

sciences involving the need to predict the probability that an event will occur or not. [19] in his 

work employed the logistic regression to model staff performance using age, job knowledge 

and skills, educational qualification length of service etc. as influencing variables. The 

statistical model seeks to explain the relationship among multiple variables influencing job 

performance. [1] utilized the statistical tool in modelling accident fatality on Akure-Owo high 

way. The study reported that drivers are a major influence factor in road traffic crashes. It is a 

unique technique for modeling dichotomous (two category) Y variables but with 

polychotomous explanatory variables [9]. Multiple logistic regression analysis is intended to 

obtain the best fitting equation and most parsimonious model to describe the relationship 

between a categorical out-come variable and the one or more categorical or continuous 

predictors (independent) variables [9]. Multiple logistic regression analysis is instead a 

designation of one of two possible out-comes: alive or dead, success or failure, yes or no, defect 

or defect free by [2]. Over the years, logistic regression modeling has become applicable in 

many fields the standard method of analysis in this situation. Generally, in logistic regression, 

statistical theory as well as in practice the relationship between E(Y) and X1, X2…Xp can be 

better specified by a non-linear equation.   
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Given that the two values of the dependent variable 𝜋𝜋(𝑥𝑥) are coded as 0 or 1, the 𝜋𝜋(𝑥𝑥) in 

equation (1) provides the probability that 𝑌𝑌 = 1 given a particular set of value for the 
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independent variables 𝑋𝑋1,𝑋𝑋2,𝑋𝑋3, … ,𝑋𝑋𝑖𝑖. The transformation of 𝜋𝜋(𝑥𝑥) is pivotal in order to 

express 𝜋𝜋(𝑥𝑥) as linear functions of the regression parameters. The logit transformation can be 

defined as: 
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The transformed g(x) has many of the desirable properties of a linear regression model. The 

logit g(x) is linear in its parameters may be continuous and may range from - ∞ to + ∞ 

depending on the range of x [12]. The regression parameters are estimated using the maximum 

likelihood approach. This can be achieved through the construction of likelihood function. 

Suppose, Y is coded as 0 or 1, 𝜋𝜋(𝑥𝑥) provides the set of parameters. Given that 𝑃𝑃(𝑦𝑦𝑖𝑖 = 0/𝑥𝑥), 

thus it follows that the quantity 1- 𝜋𝜋(𝑥𝑥)gives the conditional probability that Y is equal to zero 

given x,  𝑃𝑃(𝑦𝑦𝑖𝑖 = 0/𝑥𝑥)where 𝑦𝑦𝑖𝑖 = 1, the contribution to the likelihood function is 𝜋𝜋(𝑥𝑥) 

where 𝑦𝑦𝑖𝑖 = 0, the contribution to the likelihood  function is 1- 𝜋𝜋(𝑥𝑥)  

The pair of 𝑥𝑥𝑖𝑖 can be expressed as 
iii y

i
y

i xx −− 1)(1()( ππ                                                                                                       (5) 

In general, odds ratio enables researchers to compare the odds for two different events, since 

the observations are assumed dependent, the likelihood function is obtained as the product of 

the terms in equation (5). 
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The likelihood expression of equation (5) yields. 
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To obtain the value of β that maximizes L(β), we differentiate L(β) with respect to the 

parameters partially and set the resulting expression equal to zero. Odd ratios are often used 

comparatively to describe the strength of an effect. Odds ratio is the ratio of the odds at two 

different values of X. They provide another excellent way to interpret logic coefficients. The 

odds in favor of an event occurring is viewed as the probability that the event will occur divided 

by the probability the event will not occur. In logic regression, the odds in favor of Y=1 can be 

specified as: 
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Thus Odds ratio is estimated by 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑜𝑜 = 𝑒𝑒𝑌𝑌� . Odds ratio measures the impact in the odds 

of a one- unit increase in only one of the independent variables. In general, odd ratio enables 

researchers to compare the odds for two different events.  

DATA ANALYSIS 

In this study academic performance of students was classified into two as define: 0 = CGPA < 

2.50, 1 = CGPA ≥ 2.50). The following independent variables were considered in this study: 

age, gender, home environment, income/allowances, attendance to class, post UTME score, 

Jamb score and time allocated for study. 

The Wald Statistic 

The univariate Wald test compares the difference between a maximum likelihood point 
estimate of a single parameter and a hypothesized value to its standard error which is 
compared to chi-squared table value: 

𝑊𝑊𝑟𝑟𝑊𝑊𝑜𝑜 =
(�̂�𝛽𝑗𝑗 − 𝜃𝜃)2

𝑆𝑆2𝛽𝛽�𝑗𝑗
 

Where; 

�̂�𝛽𝑗𝑗 is the estimate  

𝜃𝜃  is hypothesized value 
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𝑆𝑆𝛽𝛽�𝑗𝑗  variance of estimate 

The test statistic is compared against a chi-square distribution with one degree of freedom. 

The basis of this univariate procedure is that the maximum likelihood estimates are assumed 

to be asymptotically normal. 

 Model Specification of the study 

DATA ANALYSIS 

In this study academic performance of students was classified into two as define: 0 = CGPA < 

2.50, 1 = CGPA ≥ 2.50). The following independent variables were considered in this study: 

age, gender, home environment, income/allowances, attendance to class, post UTME score, 

Jamb score and time allocated for study. 

Table 1: Variable specification 

Variable  Data type  Data coding 

Age  Quantitative  - 

Gender  Qualitative  Male = 1, female = 0 

Marital status of parents  Qualitative  Married = 1, separated/divorced = 0 

Income/allowances (N) Quantitative - 

Attendance in class (%) Quantitative - 

Post UTME score Quantitative - 

Jamb score Quantitative - 

Time allocated for study Quantitative - 

CGPA Qualitative  0.99 – 2.49 = 0, 2.50 – 4.00 = 1 

 
 
 
Discussion of result 

Table 2: Omnibus Tests of Model Coefficients 

 Chi-square Df Sig. 

Step 1 Step 15.960 8 .043 

 

From the table of goodness of fit test on the fitted model, it stated that the chi-square test is 

statistically significant since the p-value is less than 0.05, implying that both the intercept and 

all other coefficients are nonzero. Hence, the conclusions that will be reached in this model 

will be efficient. 
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Table 3: Model Summary 

Step -2 Log likelihood Cox & Snell R Square Nagelkerke R Square 

1 25.495a .413 .551 

a. Estimation terminated at iteration number 19 because parameter estimates changed by less than .001. 

From the above table, the Nagelkerke R Square implies that the model is good (55.1%) and 

that 41.3% probability of an event of having a CGPA ≥ 2.50 is explained by the logistic 

regression model fitted as explained by the Cox and Snell R Square statistic. 
 

Table 4: Classification Tablea 

Observed 

Predicted 

CGPA Percentage Correct 

0.99 – 2.49 (0) 2.50 – 4.00 (1) 

Step 1 
CGPA 

0.99 – 2.49 (0) 11 3 78.6 

2.50 – 4.00 (1) 3 13 81.3 

Overall Percentage   80.0 

a. The cut value is .500 

From the classification table, we found that 11% of the students’ performance are correctly 

classified, and 3% are incorrectly classified hence, 78.6% of the students’ performance are 

correctly classified in the CGPA of 0.99 – 2.49. Again, 3% are incorrectly classified whereas in 

the total percentage, 81.3% of the CGPA classification in 2.50 – 4.00 is correct. The overall 

correct percentage was 80% which implies that the model overall explanatory strength is 

efficient. 
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Table 5: Model parameter estimates 

 

 

Β S.E. Wald df Sig. 

 Constant 25675.344 40618.095 .400 1 .527 

Step 1a 

Age of students .003 .227 .000 1 .989 

Income/Allowance of students 1.394 0.564 6.111 1 .013 

Home environment of students -18.993 29.186 .400 1 .527 

Gender of students 13.383 29.547 .400 1 .527 

Attendance in class of students (%) 1.278 .380 11.310 1 .001 

Hours students allocated for study .398 .579 .474 1 .491 

Jamb score of students .022 .015 2.132 1 .144 

Post UTME score of students .079 .044 3.278 1 .070 

 
Assessing parameter efficiency 

Using the P-value 

This study used a 0.05 level of confidence and the criterion for using the p-value was that a 

variable coefficient with p-value lesser than level of α is considered significant, insignificant 

otherwise. It is evident that the indicators of student performance (income/allowances and 

attendance to class) are statistically significant since their p-values are less than 0.05 level of 

significance. While the model intercept and the other indicators (age, gender, home 

environment, hours of study, jamb score and post UTME score) are statistically not significant, 

implying that they don’t contribute to the academic performance students. 

Using the Wald Chi-square Statistic 

In using this approach to examine the model parameter contribution, the Wald test examines 

the parameters individually, causing the degree of freedom to be 1 for each parameter and 

the chi-square distribution value of level of significance (χ2
0.05,1) is 5.024. The Wald valued will 

be compared with the Chi-square distribution value (5.024). Based on the comparison, only 

two indicators of student performance (income/allowances and attendance in class) were 

significant. This is in support of the p-value approach and hence, the model can be reduced. 
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The reduced model is given thus as; 

𝑃𝑃(𝑌𝑌 = 1/𝑋𝑋2𝑋𝑋5) =
𝑒𝑒1.394𝑋𝑋2+1.278𝑋𝑋5

1 + 𝑒𝑒1.394𝑋𝑋2+1.278𝑋𝑋5
 

𝑃𝑃(𝐶𝐶𝐶𝐶𝑃𝑃𝐶𝐶 ≥ 2.50/𝑋𝑋2𝑋𝑋5) =
𝑒𝑒1.394(𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)+1.278(𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖𝑖𝑖)

1 + 𝑒𝑒1.394(𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)+1.278(𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖𝑖𝑖) 

Conclusion 

This paper study the influence of selected demographic characteristics on cumulative grade 

point average (CGPA) of students in tertiary institution. It is evident from the analysis that 

income/allowance of students and attendance to class by students were statistically significant 

in the model. The findings of this study is in line the earlier results of [13], [17], and [4]. From 

the results of the analysis it is proven that age of students, gender, marital status, post UTME 

score Jamb score were weak predictors of CGPA of student in tertiary institution. 
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